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NOTICE

The National Human Rights Commission (NHRC) is entrusted with the responsibility of protecting
and promoting human rights of all, including children, under the Protection of Human Rights Act,
1993. In this regard, the Commission has been concerned about the proliferation of Child Sexual

Abuse Material (CSAM) and its impact on the human rights of children.

The Advisory for Protection of the Right of Children against Production, Distribution and

Consumption of child Sexual Abuse Material (CSAM) is enclosed herewith for reference.

(Pref. Manpreet ng)
Director, Students’ Welfare

Copy to:

1. All Deans/Directors GGSIPU.
Assistant Registrar to Vice Chancellor - for information of the Hon’ble Vice Chancellor.

AR to Registrar for information of the Registrar.
In-charge server room — Please upload on the Univ ersity website. \

Guard file. \ /
B@,{:\“‘ ),’;

(Surinder Singh)
Section Officer, SW

(DRSSO S




National Human Rights Commission

Advisory for Protection of the Rights of Children against Production, Distribution
and Consumption of Child Sexual Abuse Material (CSAM)

Advancements in Information and Communications Technology (ICT) provide optimal
conditions for creating an ecosystem that supports proliferation of Child Sexual Abuse
Material (CSAM). While role of the Internet in modern society is that of an
indispensable positive social force, it cannot be denied that in few areas, like child
sexual abuse, it has enaBled significant harm. Production, distribution and
consumption of CSAM is one of the most terrible forms of sexual abuse and
exploitation faced by children and, consequently, a grave violation of their human
rights. Statistics indicate a colossal rise in the proliferation of CSAM across the globe.
According to the National Center for Missing and Exploited Children (NCMEC)
‘CyberTipline 2022 Report’, out of the 32 million reports received by NCMEC, 5.6
million reports pertained to CSAM uploaded by perpetrators based out of India. A
total of 1,505 instances of publishing, storing and transmitting CSAM under Section
578 of Information Technology (IT) Act, 2000 and Sections 14 and 15 of the Protection
of Childran from Sexual Offences (POCSO) Act, 2012 had been reported in the year
2021.

Production of CSAM creates a permanent record of sexual abuse while its subsequent
transmission and consumption via Internet and other means results in perpetual
victimization of children thereby having a lasting psychological impact on the child
leading to further disruption of his/ her overall development. Effective identification
and blocking of CSAM content, timely sharing of data among stakeholders and
expedited prosecution of offenders is the need of the hour. However, it is easier said
than done as the discourse surrounding the human rights and dignity of children is
intertwined with issues relating to right to privacy of individuals in the digital
environment. In this regard, the role of various national as well as international
stakeholders, including governments, law enforcement agencies, Internat
intermediaries and civil saciety, is indispensable in effectively collaborating and

curbing this menace.

The Government of India has ratified the United Nations Convention on the Rights of
the Child (1989) and its Optional Protacol on the ‘Sale of Children, Child Prostitution
and Child Pornography’ (2002). The Information Technology (IT) Act, 2000 and the
nformztion Technology (Intermediary Guidelines and Digital Media Ethics Code)

5, 2021 aleng with the Protaction of Children from Sexual Offences (POCSO) Act,
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7 and the POCSO Rules, 2020, the Indian Penal Code, 1850 and the Juvenile Justice

(C>-= 3~d Protection of Children) Act, 2015 constitute the 1l framework fo
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artal for further acuon The Cyber Crime Pravention against ‘Momen d | Child-en
CCWC) scheme for capacity huilding of Law Enforcement A3enci LEAs) and tre
~dian Cyber Crime Coardination Centre (14C) scneme far coordinating compliances
cndertaking R&D activ tiesvand all-india drives agaimnst CSAMN nave been l3unch

Lastly

the Supreme Court of India had constituted a commitice of e

3nd advise it on feasibility of ensuring that CSAM and Rape/ Gang Rape (RGR) contant

is not made available to general public

~he National Human Rights Commission 15 mandated under Section 12 of the

orotectian of Human Rights Act, 1993 to protect and promote human rights of al

gersons, including children. The Commission has endeavoured to protect tne human
rights of children in the digital environment. Now, the Commission issues th2

following Advisory, consisting of four parts, to supplement the efforts of 12

Covernment in ensuring the protection of rights of children vis-a-vis

prolifzraticn ¢f

anline CSAM. Part | deals with addressing legal gaps and issues of harmanization of

siAs

lzws pertaining to CSAM. Part Il contains measures for manitoring and regulating

|~tarnet intermediaries, including use of technology to monitor CSAM content oniina,

sharing of information and ccoperation with the Gevernment. Part Ill pertairs 2

-reation of a specialized machanism of law enforcement for addressing CSAM 35 we

35 strengthening the existing mechanism involved in detection, investigation 3

-

monitoring of CSAM. Lastly, Part IV recommends measures for capacity building ana

+raining of officials, sensitization, awareness and support to survivors of CSAM.

|. Legal challenges and addressing the gaps

1. Terminology:

3) The phrase “Child pornography” in Section 2(1) (da) of the PO

snou'd be replacad with “Child Sexual Abuse Material” (CSAM). Terms like "use of

children in pornographic performances and materials”. “chil

materisl” and “child sexual exploitation material’ to be prefer

Pornography”.
5 The term “wexusl’y esplicit’ needs te be detined soSeteon 67
2000 ta ensure prompt identification and remaov s AN

D-firition of Intermeciary: fn2 generic definition

should axpressly include

crovidars, Virtual Prvate Servers (VPS) and
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CSAM and cyber grooming, by the General Assembly

Enhancing punishment: Considering the gravity of the affence, the current quantum
of punishment for offences pertaining to online CSAM under Section 14 of the
POCSO Act and Section 678 of the IT Act (seven years or less) may be relooked or
exempt the application of Section 41A CrPC by making appropriate legislative

changes. 4

Certificate under Section 658 of the Indian Evidence Act: The reguirement of issuing
a certificate under Section 658 of the Indian Evidence Act, 1872 in anline CSAM may

be relooked in cases relating to CSAM to prevent delay in investigation.

[I. Monitoring and regulating intermediaries

|

Wl

Use of technology: Intermediaries, including Social Media Platforms, Over-The-Top
(OTT) applications and Cloud Service Providers, must deploy technology, including
content moderation algorithms, to proactively detect CSAM on their platforms and
remove the same. Similarly, platforms using End-to-End Encryption services may be
mandated to devise additional protocols/ technology to monitor circulation of
CSAM. Failure to do so to invite withdrawal of ‘safe harbour’ clause under Section
79, IT Act, 2000.

CSAM specific policy: Intermediaries be mandated to develop a CSAM specific policy
that clearly outlines a user-friendly in-house reporting mechanism, notification of a
dedicated point of contact (the details of which may be adequately advertised),
standardized response time (considering the speed of circulation of anline CSAM)
and use of technology for detecticn and removal of CSAM from their respective
platforms. The said policy should be made in consultatian with Government and
conveyed to the users by prominently displaying the same.

Removal of CSAM: Considering the speed of circulation of online CSAM, the time
taken for removal of cantent by Intermediaries after getting information from
appropriate government/ autharized agencies shouid not be more than & hours, as
2gainst 36 hours under Rule 3 (1) (d) of the Intermediary Guidelines, 2021. Further
de-indexed content must be removed every time it resurfaces without anoine

authorization for the same,

artnershins: Intermediaries must explore having partnarships amongst themsea ves

to enable sharing cf real time information pertaining to CSAM content detected on
treir platforms in the <3me way as they share dara for advertising. On receipt of tn
>, the recinient int2rmaciary must remove the said «
Information-sharing: Int>rmediarias should be dJirected 1o share informat
rezarding CSAM contanl detected on their respactve alatiorms with NCRB/ 4
-
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( GOI mandated authority. Presently, Intermediaries 73 . CSAM COf

NCMEC, USA, which, in turn, shares it with NCR3
to ensure that pop-up

1SPs. web browsers and OTT players

Pop-up mMessages:
re displayed for searches related to CSAM
protocol

omplate 11
|p/ Port) of specific
ber shifts

warning messages a
Availability of records: |SPs to ensure maintenance of ¢ ternet
Detail Record and IPDR (with destination Internet Protocol,
ination IP. Moreover, in case a subscri

the history of In
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connection for at
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egistration
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Domain registration: Ensure compliance of KYC norm
process. This be particularly applied to the registrants of .in domain names,
ational Internet exchange of |ndia), which m

entities based abroad. NiXi (N

the .in Registry, should develop @ web portal enablin
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enable technology/ Artificial Intelligence (Al)
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Datecticn, investigation and mon toring of CSAM
Specializad State Police Units “yery State/ UT t have 3 <t one Soecialized Srate
oalice Unit for detection and investigation of CSAM relatad cases anc appren lela
of offanders. The Government of India to assist the se o up Auipoin 55
units, for instance, through grants under Modernization f State Police FO MPF
Scheme, Police Technology Mission and Nirbhaya Fund
olice Unit in tne GOi to deal

Specialized Central Police Unit: A Specialized Central P

including detecting CSAM content,
itiating the process

with CSAM related matters, maintaining its

repository, analyzing patternsl,"ass
for takedown of content and so fort
identification and investigation of CSAM
apprehending cSAM offenders both in dar
comprehensive and coordinated response of i
onitoring, detection and investigati
e Unit should also act as 3 nodal
al cooperation, liaison with
¢ CSAM, generation of
a track of the national
g of the same by

isting investigative agencies, In
h, be established. It should consist of experts in
in order to focus on identifying and
k web and open web and developing 2

nvestigation and law enforcement

agencies towards m on of CSAM.

Nodal Point: The proposed Specialized Central Palic
on with stakeholders, internation
dination of all-India drives agains
f deterrence. It will also keep
nown CSAM and manage blockin

point for collaborati
LEAs of states, coor
swareness and creation ©
database of hash values of k

intermediaries.

Database of CSAM:
SAM with hash values of known CSAM be created by the

| Police Unit so that the required content be blocked
e maintained by the proposed Specialized Centra!

5.) A national database of C
proposed Specialized Centra
by intermediaries. This should b

Police Unit.

b.) The proposed Specialized Central Police Unit must ensure collection of
disaggregated data pertaining 10 prevalence, trends, and patterns of CSAM,
involving gender, age, caste, ethnicity, or other socio-economic parameters to
bet-er understand the issue and inform policy-based interventions

c) NCRB receives Cyber Tipline Reports (CTRs) from the NCMEC, USA, which are

‘ransmitted to the concerned stata police. Tnis data te maintained in a structured

form to enable search and analytics.

d ) Tne Central Bureau of Investgation (CBI) has access 1O the International Child
Sexual Exploitation (ICSE} database maintained by INTZRPOL. Access of the same
may be shared with NCRB (5in-a it already receivas simian’ o} from NCMEC)
for forwarding the same to all state Pulic
Alterpatively, access to the 1050 daratase may be vid y all states fo
eadicing | 1 - [

aducing delays 0 invastizanon. Fowevel 6 g pre state Pol Ma
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.) The Specializad Central and State Police Un

Th N . nn < £
ne National Database on Sex Offenders maintaineg by NCRB, MHA, be e panded
9, A, U8 eXx Nded

to include CSAM offenders convicta .
0 e CS offenders convicted “AC'.,ZOOOandSecf,ong

d under Sectjon 678,
14 and 15, POCSO Act, 2012

) A separate dashboarl on CSAM related offences
Operable Criminal Justice Systam (1CJS)
Systems (CCTNS) database which

System for Sexual Offences (1TSSO)

be incorporated in the Inter-
/ Crime and Criminal Tracking Network &

is used by NCRB for Investigation Tracking

Reporting Portal (’www.cybercrime.gov.in):

The requirement of uploading a valid
national ID of the vict

Im under the ‘Report and Track’

feature be done away with as
the identity of the victims may not be known in many

nstances.
Use of technology

its should use technological methods
like hotspot mapping, predictive policing, Geographic Information System (GIS),
and identity resolution to identify repeat offenders and alert potential victims of
online child sexual abuse, for instance, in cases of suspected online graoming.

) Government to direct and incentivize development of indigencus technological

[00ls to detect CSAM. for instance, by organizing hackathons or through grants
under Modernization of State Police Forces (MPF) Scheme, Palice Technology
Mission and Nirbhaya Fund. Pertinently‘Jsome cloud Application Programming
Interface (API) based software tools are being used by Intermediaries, including,
CloudFiair, Safer, Google's Al tool, Griffeye, etc., to detect CSAM on their
platforms.

) Registrants of .in domain names be mandated to have in-built software for
. gistrant

proactively detacting CSAM before the same is uploaded on the portal.

) NCR3 snould develop software for auto-resolution of IP Address, date and time
from Cyber Tipline Reports (CTRs) received by it from NCMEC. Until then, one may

consider using foreign software tcols like the Internet Crimes Against Children

S
Child On-line Protection System {ICACCORS) fo- monitoring CSAM

Repository of software tools: @ national repositary of software toals,
' £ : I3 A by pl roce ~ + h A
inc'uding toocls for scanning of Cs5AY «tracting IP address, etc., to be Nade
. use by LEAS. Partinently, B 51 the process of developing a too
) 3ddr2ss m3nual scanning cf €S-0 1y tn itter can overwhalm the
rvestizzrors
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General Consent tc CBI: It takes considarable time in receiving consent ror L&
investigation from the cancerned State as there is no general consent to CB for
investigation by most of the states. States should give consent for investigation gy

CBI of cases pertaining to online CSAM under the IT Act, 2000 and the POCSO Act,

2012.

nr

Manitoring and evaluation: Mechanisms to continuously monitor and evaluate the

effectiveness of policy intervantions pertaining to CSAM be established by the
proposed Specialized Central Police Unit to identify gaps to enable improvement of

the same

A

IV. Capacity building, sensitization, awareness and victim support

| Training courses and sensitization of officials:

a.)

o)

c)

d.)

The National Cybercrime Training Centre (CyTrain) portal to devise a training
course/ Standard Operating Procedure (SOP) for investigation and disposal of
CSAM related cases by LEAs, public prosecutors and judges. This should be
regularly upgraded with evolving technology.

Officials of the state Police managing the CTRs be provided technical training to
handle the same.

Police officials dealing with cases pertaining to CSAM to be imparted sensitization
training on rights of children in the digital environment, their specific
vulnerabilities on the Internet, the extent and emerging manifestations of CSAM
and the use of child-friendly procedures in investigation.

States to take up capacity-building programmes for Police forces to effectively
address cyber crimes against children, including cyber exploitation and CSAM.

2. Awareness and sensitization of parents, children: Schools, colleges and institutions to

ensure continuous education and generation of awareness among students, parents

and teachers on the modus operandi of online child sexual abusers, specific

vulnerabilities of children online, reporting mechanisms, recognizing early signs of

online child abuse and grooming through emotional and behavioural indicators, use of

parental control apps, Internet safety among children through different means, like

conducting workshops in schools, involving civil society, etc.

3. Cyber curriculum: Central and State Ecucation Boards to draft and incorporate cyber

curricutum in schools, including cyber safety, personal safety, relevant child care

legislation (including Saction 678, IT Act, 2000 a~d Sections 11, 13, 14 and 15, POCSO

Act, 2012), national/ local policies and legal consequences of violating the same, etc

4. Psycho-social care and support: Survivors of CSAM be provided support services and

ocportunitias far r

ncailitation through various means, like partnerships with ¢

C +\ St ar et -~ - re e L |
sociely and otrer stakzholdars. Psyche-social care centres may be established in even

. ¢ a facilitate o { o '
aistrict to qacilitate necd-based supoort services and organization of siizma

eradication prograrmmes
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Lexicon in vernacular language

acaurago de lo als f [Nals it > w11 o ¢ b -
ncourage development oOf cyber security lexicon in languages other than English

(=}

5o that people are well educated and aware of the same

b Lexicon used to search CSAM online be translated into vernacular languages. It

may be used to deveg’op algorithms to datect CSAM shared online in vernacular

languages
Recurring SMS services: SMS alerts to be sent to every mobile phone through Telecom
Service Providers every quarter/ month cautioning users about CSAM.
Security Officers: The Chief Informatian Security Officers (CISOs) of

ized to proactively identify cases where CSAM is stored

Chief Information
organizations should be sensit
or accessed in their respective organizations.

LR
A\ /
Vool
l&t’*w
Lo
~
S
i
-
- - -
N -y ©




Annex
List of Some Abbreviations
Central Bureau of Investigatior

CSAM . Child Sexual Abuse Material

CTR - Cyber Tipline Report (received by NCRB from NCMEC)
4
Gol - Government of India
14C - Indian Cyber Crime Coordination Centre
ICT information and Communications Technology
10 - Invéstigating Officer
P - Internet Protocol
ISP - Internet Service Provider
T - Information Technology
LEA - Law Enforcement Agency
MeitY Ministry of Electronics and Information Technology
MHA - Ministry of Home Affairs
MWCD - Ministry of Womén and Child Development
NCMEC - National Center for Missing and Exploited Children
NCRB - National Crime Records Bureau
NGO - Non-Governmental Organization
oTT - Over-The-Top
POCSO - Protection of Children from Sexual Offences
So?P Standard Operating Procedure
PN - virtual Private Network
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